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Summary

• Our goal is to propose a completely data-driven model
for object detection from video.

• We develop a neural network model with nested recur-
rent structure that makes it possible to consider wide-
range context.

• Our Nested Recurrent Neural Network consists of:

� a bidirectional LSTM (�outer" RNN) for extract-
ing temporal dynamics of objects from surrounding
frames, and

� an unidirectional LSTM (�inner" RNN) for predict-
ing multiple bounding boxes sequentially in every
frame.

Outer RNN for Considering Surrounding Frames Inner RNN for Sequential Detection

Complete Model Auxiliary Training for Outer RNN
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Training

• Loss function:

L = αLposition + (1− α)Lstop + βLreconstruction

• Lposition and Lreconstruction are mean squared errors, and
Lstop is binary cross entropy error.

• BPTT and SGD

• We gradually increase the maximum number of objects
in every frame in the training set from 1 to 5 during
training (curriculum learning).

Positive Results Negative Results

• There are many negative results.

• Especially, detecting more than three ob-
jects is di�cult for our current model.

• In addition, our model mistakenly pre-
dicts multiple bounding boxes to a single
object in some cases.

• We need more e�cient architecture (e.g.,
attention mechanism) and training meth-
ods.


