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ABSTRACT
Content-based recommendation is a promising approach to
overcome the cold-start problem, which is a fundamental
problem facing recommendations on video sharing Web sites
and smart television. In this work, we propose and inves-
tigate an approach in which viewer profiles are estimated
from the image features of video clips. Image features are
extracted from representative images such as the key frames
and thumbnails of video clips and then used as explanatory
variables to construct classifiers for predicting the attributes
of audiences having a high probability of watching those
clips. We evaluated the proposed method using video clips
and corresponding viewer demographics data from YouTube.
A thorough investigation of various image features and their
combinations demonstrated the effectiveness of the proposed
method for this task. Our method is completely content-
based and we expect it to enable recommendations and tar-
get advertising even for users and videos with little historical
data and meta-data.
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1. INTRODUCTION
With the dramatic spread of consumer generated media (C-
GM) and video sharing sites in recent years, users now have
access to an infinite amount of content on the Web. As
the amount of available content explosively increases day by

day, both users and content providers have to expend enor-
mous effort for users to find the desired content. To alle-
viate this problem, a variety of recommendation techniques
that estimate and display content matching user interests
and preferences have been actively studied [1]. Collabora-
tive filtering [6][15], which calculates the similarities between
items or users from the historical data of users, is utilized
in many services including electronic commerce (EC) sites
such as Amazon and social networking services (SNSs) such
as Facebook [10].
However, since collaborative filtering requires the historical
data of users in order to make recommendations, problems
emerge due to the so-called cold-start problem, a fundamen-
tal difficulty in recommendation systems regarding users and
content with little historical data [12]. Obviously, since a
huge number of new video clips are uploaded every day on
video sharing sites̶about 100 hours of video per minute on
YouTube, according to [20]̶there is always a large amount
of content with little or no historical data. Moreover, un-
like SNSs and EC sites, with video sharing sites, many users
browse content without logging in, and so historical data is
largely absent on the user side, too. Due to the cold-start
problem caused by these factors, many video sharing sites
cannot provide satisfactory recommendations or accurately
targeted advertising at present. According to the statistical
data of YouTube [20], only 14% of YouTube views can be
monetized [17]. In this study, to overcome the cold-start
problem and provide more effective recommendations, we
propose a content-based viewer estimation method that es-
timates the viewership from the image features of video clips.

2. RELATED WORK
Conventional video recommendation techniques from ear-
lier days relied on meta-data to retrieve suitable videos for
users [5]. Szomszor et al. [16] proposed a method to cre-
ate user profiles based on the tendency of tags annotated to
videos that users rated highly or poorly in the past. By com-
paring the tags given to content with the user profile, they
can predict the score of new content. However, in practi-
cal terms, the meta-data of content on video sharing sites is
very limited if not non-existent, and it is obviously difficult
to make recommendations for such content. To tackle this
problem, Ulges et al. [17] estimated the viewership from
video clips based on the content itself without meta-data.
In their method, various pre-defined semantic concepts (ob-
jects, locations, activities, etc.) are detected using the image
features of video clips that are then used as enhanced meta-



data to estimate the viewership. The success of their method
demonstrates the effectiveness of concept detection to esti-
mate video viewership. However, since there could be an
infinite number of concepts appearing in real-world videos,
it is unrealistic to annotate all of them to form a training
corpus. Furthermore, since pre-defined concepts are not di-
rectly related to the user evaluation of content, the tagging
process itself might drop important information for recom-
mendation that the original content features contain. Yang
et al. [19] proposed a method to perform content-based rec-
ommendation of video clips in combination with the features
of various modalities. They calculated the similarity of video
clips using features such as colors and movements and the
average value and standard deviation of sound tempo. They
showed that the video recommendation accuracy improved
by combining the features of other modalities with video clip
meta-data. In the present study, we focus more on the image
features of video clips for content-based recommendation.
We thoroughly investigate state-of-the-art image features in
the field of computer vision to connect content directly to
high level user profiles without the help of pre-defined visual
concepts.

3. CONTENT-BASED ESTIMATION OF
VIEWER DEMOGRAPHICS

3.1 Outline
The outline of our proposed method is shown in Fig. 1. This
method can be roughly divided into two steps:
Step 1. Feature extraction: Various image features are
extracted from the representative images (i.e., key frames
and thumbnails) of video clips that have viewer demograph-
ics data and a feature vector for every single image is com-
puted.
Step 2. Classification: The feature vectors that were ob-
tained in step 1 serve as explanatory variables. Each class,
which is defined according to viewership (e.g., gender), is as-
sumed to be an objective variable on top of which we train
a linear logistic regression classifier. The target viewership
of the video clips is classified from the posterior probability
of the objective variable.
By performing these two steps, the classifier for estimating
the viewership can be built.

3.2 Feature extraction
Our proposed method extracts image features from each of
the representative images (described in detail in Section 4)
available from video clips. We investigate several standard
visual features as follows.
Gist [13]: Gist is a global image feature that is commonly
used for describing the scene of an image. The Gist method
divides an image into 4× 4 regions and computes 20-directio-
nal responses from filter banks for each region. We ap-
plied this process to each color in an image to obtain 960-
dimensional feature vectors for each image.
Fisher Vector [14]: Fisher Vector is a state-of-the-art
method of bag-of-visual-words [3] based global image rep-
resentation. While bag-of-visual-words represents the dis-
tribution of local descriptors through vector quantization,
Fisher Vector does it by means of a Gaussian mixture model
(GMM). Fisher Vector enables us to obtain more expressive
global feature vectors with smaller codebooks. For an imple-
mentation, we used SIFT [11], C-SIFT [2], Opponent SIFT
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Figure 1: Overview of our proposed method.

[18], and RGB-SIFT [18] as local descriptors and then ap-
plied PCA to each descriptor for compression into 64 dimen-
sions. Finally, we encoded the compressed descriptors into a
global feature vector using the Fisher Vector framework [14].
We used 64 Gaussians to estimate GMM. To include rough
spatial information in an image, we calculated the Fisher
Vector from its upper, middle, and lower horizontal regions
as well as the image as a whole and then concatenated them
to obtain a 32,768-dimensional feature vector for each im-
age.
CNN (Convolutional neural network) [9]: CNN is an
instance of deep neural networks that has been shown to
achieve surprisingly high performance in visual recognition.
It extracts features through repeated convolution and pool-
ing layers. Krizhevsky et al. [8] trained CNN using the
ImageNet [4] dataset, a large-scale labeled image dataset
for generic object recognition constructed via crowdsourcing,
and won the ILSVRC2012 competition by a large margin. In
this study, we use the responses of the last layer of this CNN
as image features using Yangqing’s software, Caffe [7], which
provides the pre-trained CNN model of Krizhevsky’s archi-
tecture [8]. Consequently, we obtained 4096-dimensional
feature vectors for each image. Although this CNN model is
tuned for the ImageNet dataset, it is equally valid for other
generic image recognition datasets [7].

3.3 Classification
We apply linear logistic regression to build a model that
directly links the image features obtained from video clips to
user profiles. To combine scores (i.e., posterior probability)
obtained from multiple key images of a video, we followed
the late-fusion strategy. Specifically, the final classification
score of a video clip is defined as the average of the scores of
individual images. Further, scores of multiple image features
are also integrated in late-fusion. We search for the best
combination of features in this way.

4. EXPERIMENT
4.1 Outline
Among the many possible user attributes, in this experi-
ment, we focus on estimating the gender of viewers for each
video clip. We use the thumbnail and key-frame images
of popular video clips for each gender obtained from the
YouTube Trends Map [21]. In the YouTube Trends Map, it
is possible to retrieve the 10 most viewed video clips from the
past 24 hours specific to the region, gender, and age group
of viewers. In this experiment, we searched for and collected



Figure 2: Comparison of precision, recall, and F1 value of each classifier made from various image features.
FV = Fisher Vector, LF = Late-fusion.

video clips confined to the region of Japan and then created
a dataset of thumbnail and key-frame images of the most
frequently watched video clips by users of each gender. We
extract various image features from those images and clas-
sify them into one of two genders by applying L2-regularized
linear logistic regression. Finally, we randomly selected five
persons to classify the target viewership of videos subjec-
tively into male or female in order to qualitatively evaluate
human performance at this task.

4.2 Experiment setup
4.2.1 Dataset
Wemade a URL list of video clips popular with males and fe-
males using the YouTube Trends Map, retrieved one thumb-
nail and four key-frame images (defined by YouTube in ad-
vance) for each of them using a public API, and created a
dataset from the images. The thumbnail images are 480 ×
360 pixels and the key-frame images are 120 × 90 pixels.
For a training set, we prepared 5,000 male and 5,000 female
video clips (10,000 thumbnail and 40,000 key-frame images)
from the list. This dataset contains images that overlap
within and between each gender. For the test set, we pre-
pared 500 male and 500 female video clips (1,000 thumbnails
and 4,000 key-frame images). Of course, no duplications are
included in this test set in order to guarantee the validity of
the test.

4.2.2 Image features
As stated in Chapter 3, in this study, we compared Gist,
Fisher Vectors that encode local descriptors (SIFT, C-SIFT,
opponent SIFT, and RGB-SIFT), and CNN (Caffe) as the
image features of each image. As for the local descriptors, we
extracted them from each of the images by 8 pixels for one
thumbnail and by 5 pixels for one key-frame image. Also,
it was necessary to resize the images to 256 × 256 pixels to
use CNN (Caffe).

4.2.3 Subjective evaluation
We randomly selected 100 thumbnail images of video clips
from the test set used in this experiment and asked our
five participants to subjectively classify these images into
male or female according to the estimated viewership. They
observed the images of the training set in advance to keep

things fair. The final classification score was defined as the
average of the scores of each participant.

4.3 Result
Figure 2 summarizes the precision, recall, and F1 score of
the classifiers obtained from each image feature to evalu-
ate the classifier accuracy. These scores were calculated as
the average of the classification scores of each gender. Fur-
ther, we compared the recall-precision curve in Figure 3 to
evaluate the retrieval accuracy. This figure illustrates the
retrieval performance of males in the test set. From ex-
amining Figs. 2 and 3, it is clear that the Fisher Vector
(RGB-SIFT) achieves the best classification accuracy among
the compared image features, probably because the approx-
imate object position in an image and local features such
as shape and color are important for this task. Figure 2
shows that the classification accuracy is improved when the
thumbnail and key-frame images are integrated. This result
suggests that extracting features from more frames is a rea-
sonable way to improve the accuracy of viewer estimation.
Moreover, the classification accuracy is improved by com-
bining image features. The combination of Fisher Vectors is
the most effective, for the reason discussed above. Figure 4
shows the top 15 samples of video clips that have the highest
posterior probability for each gender output by the logistic
regression classifier based on Fisher Vector (RGB-SIFT). As
shown, there are many video clips of games or sports among
males and many of pets or singers among females. It is rea-
sonable to suppose that our estimation model reflects the
tendency of video clips that each gender often watches.
Considering the noisy nature of the data set (i.e., the over-
lapping images between male and female) and the intrinsic
ambiguity of the task of estimating viewership from just im-
ages, the accuracy of our method is acceptable. In addition,
the results of the subjective assessment show that human
performance at this task was approximately 79% while our
best model achieved 74%, which is also satisfactory.

5. CONCLUSION
We have presented a novel methodology to estimate the
viewer demographics of video clips using image features.
This approach is expected to alleviate the cold-start prob-
lem, which is currently a challenging problem hampering
video recommendations on video sharing Web sites and sm-
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Figure 3: Comparison of recall-precision curve of
male classifiers of each feature (integrated thumbnail
and key-frame images).

Figure 4: Top 15 samples of high posterior proba-
bility applying linear logistic regression classifier to
Fisher Vector (RGB-SIFT). Green frames indicate
”true” and red frames indicate ”false”.

art TV. The results of an experiment to classify viewer
gender from the image features extracted from video clips
demonstrated the effectiveness of our proposed method. In-
tegrating the various image features of video clips and con-
sidering the key frames of video clips led to relative improve-
ment of the classification accuracy.
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